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WELCOME TO THE MEDITERRANEAN JOURNAL OF 
MEASUREMENT AND CONTROL

We would like to welcome you all to the second volume - first issue - of The Mediterranean
Journal of Measurement and Control. This issue of the journal, comprising of five papers, is
dedicated to the latest research work being done in the analyses of modeling and control of
dynamic systems. 

The first paper by Dotoli deals with the issues of modeling and managing the Supply
Chain (SC) at the operational level. The system is modeled as a timed discrete event dynamical
system, whose evolution depends on the interaction of discrete events such as the arrival of
components at the facilities, the departure of the transporters from the suppliers or the
manufacturers, the start of assembly operations at the manufacturers. More precisely,
generalized stochastic Petri nets model the system in a modular way and describe its behavior. 

The second paper by Rimlinger deals with the control of solution copolymerization
reactors. This paper proposes a new observer-based control structure in order to control the
composition and the molecular weight of the polymer. A high gain observer that allows
estimating the concentration of radicals and the residual number of moles of monomers is
developed. 

The third paper by Chin deals with the control of an underactuated remotely operated
vehicle. This paper, proposes a new pipeline tracking control of an underactuated remotely
operated vehicle (ROV) based on a thruster allocation and a nonlinear PD heading control for
inner and outer loops respectively. Generalized ROV models for decoupled horizontal and
vertical plane motions are derived based on small roll and pitch angles that are self-stabilizing
during operations. 

The fourth paper by Röbenack deals with the problem of observer design for nonlinear
differential-algebraic equations. This approach is based on an approximate observer error
linearization technique. The design method is applicable to a class of semi-explicit differential-
algebraic equations. The observer design is illustrated on an example system.

Finally, the fifth paper by AbdulRahman deals with nonlinear predictive control based on
radial basis function (RBF) networks for nonlinear dynamical systems. The RBF model of the
nonlinear process is developed using the orthogonal least squares (OLS) training algorithm. The
nonlinear sequential quadratic programming (SQP) optimisation technique is employed to
calculate the optimal actuation sequence for the nonlinear predictive control based on the RBF
model of the system. 
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Editor-in-Chief
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enhance the system operation. Following a firm and systematic
ABSTRACT
A Supply Chain (SC) is a collection of independent companies
possessing complementary skills and integrated with
transportation and storage systems. This paper deals with the
issues of modeling and managing the SC at the operational level,
in order to study the performance measures of the systems
controlled by different management strategies. The system is
modeled as a timed discrete event dynamical system, whose
evolution depends on the interaction of discrete events such as the
arrival of components at the facilities, the departure of the
transporters from the suppliers or the manufacturers, the start of
assembly operations at the manufacturers. More precisely,
generalized stochastic Petri nets model the system in a modular
way and describe its behavior. Moreover, two well known broad
policies are considered to manage the SC: make-to-stock and
make-to-order. In order to compare the two management strategies
and to show the effectiveness of the modeling technique, a case
study is presented. 

Keywords
Supply Chains, Management, Modeling, Discrete Event
Systems, Petri Nets, Performance Evaluation.

1. INTRODUCTION
The global market economy is constantly forcing companies to
focus on the production of high-value-adding core
components. Companies respond to this pressure by
reengineering their processes, integrating geographically
distributed facilities with international logistics. This process
has given rise to the formation of the Supply Chain (SC), that
may be defined as a collection of independent companies
possessing complementary skills and integrated with
transportation and storage systems, information and financial
flows, with all entities collaborating to meet the market
demand. The analysis, design and management of SC is
currently an active area of research [1, 10, 15, 18-20, 22]. In
particular, SC management deals with the planning and
execution issues involved in the entire SC network in order to
*Corresponding author: E-mail: dotoli@deemail.poliba.it
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way to organize decisions in automated manufacturing
systems, an analogous guideline has been proposed to manage
SC and classify the related decision problems [3]. This
guideline is based on the three levels of a decision hierarchy:
strategic, tactical and operational decision levels. The classes
of SC problems encountered in the strategic level planning
involve location-allocation decisions, demand planning,
strategic alliances, new product development, supplier
selection and pricing. This level of the hierarchy considers
time horizons of a few years and requires approximate and
aggregate data models. Moreover, tactical level planning
basically refers to layout and network design,
production/distribution coordination, equipment and material
handling selection. Finally, operational level planning is short-
range planning, which involves coordination across the stages
and optimization of operational policies to reduce costs while
improving services to customers. Moreover, important aspects
at the SC operational decision level are the specification of the
control strategy managing customer orders to trigger the
production and determining the synchronization of paths,
information and material flows. 

Obviously, different models have to be defined at each level of
the decision hierarchy to describe the multiple aspects of the
SC, with respect to different time horizons. In particular,
numerous models, that are basically optimization models, have
been formulated for the strategic and tactical design of SC [5,
8, 12, 17, 18]. On the other hand, few contributions focus on
modeling the SC at the operational level to determine the
performances, taking into account transportation operations,
capacity constraints and different management strategies. At
the time horizon of the operational level, SC can be viewed as
Discrete Event Dynamical Systems (DEDS), in which the
evolution depends on the interaction of discrete events such as
customer demands, departure of parts or products from the
entities, arrival of the transporters at the facilities, start of
assembly operations at the manufacturers, arrivals of finished
goods at the customers etc. [20]. Thanks to the well known
ability of Petri Nets (PN) to model concurrency and
asynchrony, while capturing precedence relations and
structural interactions, PN based models may be suitably
derived for SC. In [7] a two product SC is modeled by
complex-valued token PN and the performance measures are
determined by simulation. Moreover, in [9] timed event
graphs, that are a subclass of PN, are employed to model,
analyze and control a supply link. In addition, in [21] the
authors propose an extension of PN based on the XML
standard for inter-organizational data exchange to model and
manage supply chains, while colored PN are employed in [16]
to model each SC entity. Furthermore, a network-based
technique extending PN and proposing the so-called formalism
Trans-Net, is presented in [23] for supply chain network
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modeling. However, to take into account the stochastic values
of process and transportation times, Generalized Stochastic
Petri Nets (GSPN) may be successfully applied for SC
modeling. In this direction, in [20] GSPN are employed to
describe a particular example of SC and determine the
decoupling point location, i.e., the facility from which all
finished goods are assembled after customer order
confirmation. More recently, in [2] an extension of GSPN
named batch deterministic and stochastic PN is proposed for
describing and testing inventory policies. Even if such a paper
applies the effective model to an inventory system with
independent demand, it does not face a basic aspect of the
supply chain operations: the SC management problem [11].

The aim of this paper is twofold: i) presenting a GSPN model
in order to describe in a modular and simple way a generic SC
at an operational level, ii) applying and testing two
management strategies. The aim of SC control methodologies
is triggering a series of activities, to synchronize the
production and transport facilities so that the end customer
order is satisfied. There are three SC managing policies
followed in practice [14, 20]: Make-To-Stock (MTS), Make-
To-Order (MTO) and Assemble-To-Order (ATO). In
particular, the MTS strategy manages the system by a push
strategy, so that end customers are satisfied from stocks of
inventory of finished goods. On the other hand, in the MTO
technique customer orders trigger the flow of materials and the
requirements at the different stages of the SC. In addition, the
ATO policy is a hybrid of the former two strategies, basically
applying MTS in the first stages of the SC, up to the so-called
customer order decoupling point, and MTO in the last stages.
In this paper, we apply the MTO and the MTS strategies to an
example case study modeled by GSPN. However, we remark
that the proposed approach may straightforwardly be employed
while other management strategies are applied, e.g. ATO. In
particular, in the paper we realize the MTO control policy by
using the just in time philosophy employing Kanbans.
Moreover, the MTS strategy is performed by introducing
appropriate finite inventory capacities of each product and
material. In order to compare the two management techniques,
we evaluate the steady state probabilities of the Markov chain
embedded in the corresponding GSPN modeling the SC.

This paper is organized as follows. Section 2 describes the
structure and the model of a generic SC and Section 3 defines
the performance measures obtained by the analysis of the
associated GSPN. Moreover, Section 4 introduces the case
study and its performance measures are analyzed in Section 5.
Finally, Section 6 summarizes the conclusions.

2. THE SYSTEM MODEL

2.1 The System Description
A SC may be described as a set of facilities with materials that
flow from the sources of raw materials to subassembly
producers and onwards to manufacturers and consumers of
finished products. The SC facilities are connected by
transporters of materials, semi-finished goods and finished
products. More precisely, the entities of an SC may be
summarized as follows:

1) Suppliers: a supplier is a facility that provides raw
materials, components, semi-finished products to
manufacturers that make use of them.

2) Manufacturers: a manufacturer is a facility that transforms
input raw materials/components into desired output products.

It is the place where transformation processes occur. Important
attributes of such an entity are lead-time, production costs,
minimum production lot size and bill-of-material.
3) Retailers: retailers or (groups of) customers are sink nodes
of material flows. Demands of different types of products are
generated from customers and fulfilled by periodic delivers.
Important attributes related to these components are demand
quantity, demand frequency and expected delivery date.
4) Logistics: distributors and transporters play a crucial role in
SC. The handling capacity of a distributor usually depends on
the size of the delivery fleet and the delivery frequency.
Moreover, the attributes of logistics facilities are storage
capacities, handling capacities, transportation times, operation
and inventory costs.
We assume that the considered SC performs a set of activities
such as transportation, manufacturing operations, assembling
operations and distribution to retailers. In the following we use
the term resources only to refer to logistics entities such as
transporters, buffers and warehouses. In some cases, the
resources may exhibit finite capacity. Let J be the set of final
products that the SC has to produce. Moreover, if the SC is
managed by a MTO technique, customer orders trigger the
flow of material. In particular, Kanbans [19] are used to order
the delivery of final products and to trigger the assembly and
procurement of intermediate products. More precisely,
available Kanbans enable the lot of products that are produced
by each stage of the SC.
The dynamics of the production system is traced by the flow of
products among resources. However, from a general point of
view, we can model a SC as a timed DEDS. As time lapses, the
state of the DEDS changes at each event occurrence. In
particular, we assume that an event of the DEDS occurs
whenever a product acquires and/or releases a resource, starts
or finishes an operation. Therefore, we consider the following
events:
a)arrival of components at a supplier, a manufacturer or a 
customer;
b) departure of a truck from a supplier or a manufacturer;
c) start of assembling or transport operation;
d) start of a request.
Example 1: We consider a system where the product set

 is produced by the four stages depicted in Figure 1
(dashed lines). The first stage includes a number of component
suppliers, the second stage is composed by subassembly
manufacturers, the third stage is composed by brand
manufacturers and the last stage is constituted by a set of
retailers. Note that a stage is a collection of SC entities, which
are schematically represented by solid boxes and are not
connected by any logistics link (see Figure 1): indeed, in the
considered model material flows though different stages. On
the contrary, facilities belonging to different stages, that are
located in different geographical sites, may be connected by
logistics service providers, represented by arrows (see Figure
1). Here, we consider an example where two buyers order two
brand of products (E and F). Such products are obtained by two
manufacturers (M3 and M4) that are located at different sites.
The two manufacturers assemble two types of products (C and
D) obtained from two subassembly suppliers. The
subassemblies C and D are in turn produced by the
manufacturers of the second stage (M1 and M2), which
receives the components of type A and B by the first supplier
stage. Transporters connect the different stages and transfer
material or product lots from a stage to another.

J E F{ , }=
2
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Figure 1. The supply chain configuration
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2.2 Introduction to Generalized Stochastic marking M’ is said reachable from M if and only if there exists

(6)
Petri Nets
A Generalized Stochastic (marked) Petri Net (GSPN) [1] is a
bipartite digraph described by the seven-tuple GSPN=(P, T,
Pre, Post, F, S, M), where P is a set of places, T is a set of
transitions partitioned in the set TI of immediate transitions
and the set TE of exponential transitions, Pre and Post are the
pre-incidence and the post-incidence matrices, respectively, of
dimension |P|x|T|. Note that we use symbol |A| to denote the
cardinality of the generic set A. More precisely, the element
Pre(pi,tj) is equal to 1 if an arc joining pi and tj exists and 0
otherwise; the element Post(pi,tj) is equal to 1 if an arc joining
tj and pi exists and 0 otherwise. Moreover, F is a firing time
vector. The firing time of transition  is an exponentially
distributed random variable with mean Fj (i.e., the j-th element
of vector F). Each  has zero firing time, i.e., Fj=0. In
addition, S is a set of elements called random switches, which
associate probability distributions to subsets of conflicting
immediate transitions.

The state of a GSPN is given by its current marking, that is a
mapping M: , where N is the set of non-negative
integers. M is described by a |P|-vector and the i-th component
of M, indicated with M(pi), represents the number of tokens in
the i-th place .

Given a GSPN and a transition , the following sets of
places may be defined: , named
pre-set of t; }, named post-set of
t. Analogously, for each place , the following sets of
transitions may be defined: ,
named pre-set of p; , named
post-set of p.

A transition  is enabled at a marking M, i.e., M[tj>, if
and only if for each , M(pi)>0. When fired, tj
produces a new marking M’, denoted as M[tj>M’, where for
each  it holds M’(pi)=M(pi)+Post(pi,tj)-Pre(pi,tj). A

a sequence of transitions  such that
M[t1>M1[t2>M2…Mn-1[tn>M’. The set of markings reachable
from M in the GSPN is denoted by R(M).

2.3 The SC Model
We introduce the GSPN=(P, T, Pre, Post, F, S, M0) modeling
the SC as a GSPN, whose elements are defined as follows.

1) P is the set of places, partitioned into three subsets: PA
(modeling activities such as transportation, storage in
manufacturers or in warehouses), PC (modeling the resource
capacities) and PK (modeling orders).

2) T is the set of transitions, partitioned into two subsets:
stochastic transitions TE (modeling the activity durations, i.e.,
transportation and manufacturer operations) and immediate
transitions TI (modeling a resource acquisition or the start of
an order).

In particular, each logistics provider is modeled by the subnet
shown in Figure 2 (solid lines): the immediate transition t
models the transport beginning, the stochastic transition t’
models the transport of the product, a token in  means
that a lot is under transport.

Moreover, Figure 3 (solid lines) shows the subnet modeling a
manufacturer, that is described by a stochastic transition (t),
modeling the production of a lot of products, and two places
(  and ): a token in p or in p’ represents a lot of
material under operation or ready to be transported,
respectively.

In addition, a customer is modeled by a place , where
ready lots of products are stored, and an immediate or a
stochastic transition t (see Figure 4), modeling the start of a lot
request. If the transition is considered stochastic, a stochastic
interval time is expected between orders.

Note that a supplier can be simply modeled by the starting
transition t of a transporter (see Figure 2).

tj TE∈

tj TI∈

P N.→

pi P∈

t T∈
 t p P:  Pre p t,( ) 0>∈{ }=•

t  p P:  Post p t,( ) 0>∈{ }=•
p P∈
 p t T:  Post p t,( ) 0>∈{ }=•

p  • t T:  Pre p t,( ) 0>∈{ }=

tj T∈
pi  tj•∈

pi P∈

t1t2…tn

p PA∈

p PA∈ p, PA∈

p PA∈
3
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Figure 2. The logistics provider model

Figure 3. The manufacturer model

Figure 4. The customer model

After the identification of activity places and transitions, the
net can be completed by adding capacity and order places,
respectively belonging to sets PC and PK, and properly
connecting them to the transitions. For example, when a
transport is completed or a lot leaves a buffer, the
corresponding resource is released and a token appears in the
related transporters place. Figure 2 shows the transport subnet
with two available transporters completed by the capacity
place  and two tokens (see dashed lines). Analogously,
dashed lines in Figure 3 show the capacity assigned to a
manufacturer, i.e., an available inventory of two lots, modeled
by place .

Obviously, the net structure determines the Pre and Post
matrices. Moreover, elements of F, S and the initial marking
M0 are properly defined in each model.

3. ANALYSIS OF THE GSPN
The marking process of a GSPN=(P, T, Pre, Post, F, S, M0)
can be shown to be a semi-Markov process with discrete state
space, given by the reachability set R(M0) [19]. The embedded
Markov Chain (MC) of this marking process comprises
tangible markings as well as vanishing markings. More
precisely, markings in which at least one immediate transition
is enabled are vanishing markings. On the other hand,
markings in which only exponential transitions are enabled are
called tangible markings. The transition probability matrix of
this MC can be computed using the firing rates of each

transition  and the random switches [19]. The marking
process of a GSPN leaves each vanishing marking as soon as it
enters the marking, because an immediate transition fires. Thus
the sojourn time in each vanishing marking is zero and
consequently, from the performance evaluation point of view,
it suffices to study the evolution of tangible markings alone. In
order to remove vanishing markings from the MC, a reduced
embedded MC is defined, including only tangible markings
and the transition probabilities in the reduced MC are deduced
from those in the MC.

3.1 Computation of Performance Measures
To study the MC embedded in the GSPN, we can examine the
GSPN properties that are closely related to the existence of the
steady-state probability distribution of the equivalent MC. This
distribution exists if the following conditions are
simultaneously verified [6]:
i) the GSPN is bounded (i.e., the reachability set is finite);
ii) the initial marking is reachable from all the reachable
markings;
iii) the firing times are exponentially distributed random
variables.
For a MC with K tangible states, the limiting or steady-state
probabilities of the MC are given by  with ,
which are independent of the initial state. They are combined
into the steady-state probability vector, π, which is calculated
from the matrix of the infinitesimal generator Q, which is a Kx
K matrix. The off-diagonal elements of Q qij with  are the
rates at which the process transfers from state i to state j. The
diagonal terms qij are chosen in such a way that each row of Q
sums to zero. The steady-state probabilities satisfy the
following equations:

subject to

where e is a column vector of ones.

The steady-state probabilities can be used to determine the
performance measures of the GSPN, such as throughput and
mean waiting time as follows:

• the probability that a place pi has exactly h tokens:

where ;

• the expected number of tokens in a place pi:

where H is the maximum number of tokens that pi may contain
in any reachable marking;

• the throughput rate of an exponential transition tj

where ;

• the mean waiting time in a place pi:

P

P

t t

P

P

t

P

P

t

p, PC∈

p,, PC∈

tj T∈

πk k 1…K=

i j≠

 πQ 0=

πe 1=

1

Pr ob( , )
∈

= π∑i k
k U

p h

U1 k : k 1 2…K,{ } Mk pi( ) h=,∈{ }=

1
( ) Pr ob( , )

=
= ∑
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i i

h
ET p h p h
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( )
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k U
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4. THE CASE STUDY
In this section, we consider the SC described in Example 1 and
Figure 1 and we manage the system using two broad strategies:
MTO and MTS. More precisely, in the MTO technique the
customer orders trigger the flow of materials and the
requirements at the different stages of the SC. On the other
hand, the MTS strategy manages the system by a push strategy,
so that the end customers are satisfied from stocks of inventory
of finished goods.

4.1 The System Under the MTO Strategy
The MTO technique can be considered as a pull strategy that is
here realized by Kanbans in a just in time philosophy. In the
SC behavior, we suppose that Kanbans represent message
orders that in short time trigger the transport of product and
material lots. Since in this context the transportation resources
are very important and can significantly influence the system
performance, we consider two different transport facilities:
system S1 exhibits only one logistics to manage transportation
between each couple of connected entities, while system S2
considers different transportation pools, each devoted to
transport a particular type of parts/products. Figure 5 shows
the GSPN modeling system S1 and Figure 6 shows the GSPN
describing system S2. Note that places p3, p4, p19, p20, p35 and
p36 in Figure 5, representing available transporters for the first,
second and third stage respectively, are doubled by adding
places p’3, p’4, p’19, p’20, p’35 and p’36 in Figure 6, to model
the available transporters for each type of products. The
interpretations of places and of transitions are reported in

Tables 1 and 2 respectively. In addition, Table 2 shows the
mean firing times of the stochastic transitions (a zero firing
time indicates that the transition is immediate). Both in Figure
5 and 6 places p13, p14, p15 and p16, p29, p30, p31 and p32, p41,
p42, p45 and p46 represent available Kanbans for the goods
produced by the first, second and third stage of Figure 1,
respectively. Furthermore, in this example transitions t29, t30,
t31 and t32 modeling order arrivals are chosen stochastic (see
Table 2). As soon as a lot of type E or F is delivered to the
retailer, a new order starts the transport of the corresponding
good (E or F, respectively) from the preceding stage of the SC.
This order message triggers in turn the transport of products C
and D, necessary to assemble the E and F products.
Analogously, a message arrives to the first stage so that
available material of type A and B is transported to the
manufacturers of the subsequent stage.

4.2 The system Under the MTS Strategy
The MTS strategy manages the system in a push perspective.
In order to limit the input of raw materials, the inventory
capacities are introduced in each facility. Figure 7 shows the
GSPN describing Example 1 under the MTS strategy (i.e.,
system S3) and the relative place and transition interpretations
are respectively listed in Tables 3 and 2. It is evident that the
system under the MTS strategy exhibits limited buffer
capacities for all the products in order to bound the production
in each manufacturer. Moreover, the elements of S for all
systems S1, S2 and S3 associate a uniform probability
distribution to the subsets of conflicting immediate transitions.
Finally, the initial marking M0 of each system is defined as
follows: M0(pi)=0 if , M0(pi)=Ci if  and
M0(pi)=Ki if , where Ci and Ki denote the capacities
and the number of available Kanbans, respectively. For the
sake of simplicity, the initial marking of systems S1, S2 and S3
is omitted in the corresponding Figures 5, 6 and 7.

( )( )
( )

∈ •

=
∑

j i

i
i

j
t p

ET pWAIT p
TR t

pi PA∈ pi PC∈
pi PK∈

(6)
Figure 5. GSPN model of system S1
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Figure 6. GSPN model of system S2

Figure 7. GSPN model of system S3
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5. THE CASE STUDY PERFORMANCE 
ANALYSIS

of products C and D that cost 20% more than materials A and
B. Furthermore, without loss of generality we assume I1=1.
5.1 The Performance Measures Definition
The performances of the industrial case study presented in
Example 1 and modeled by the described GSPN are
determined by the steady state probabilities of the MC
embedded in the corresponding GSPN. The selected
performance measures are the total inventory cost CI and the
total delay cost CD. The first performance index accounts for
costs related to stocks, while the second collects costs due to
delays in deliveries. Clearly, such indices are complementary
to each other: in a MTS strategy the first index is prevalent,
while a MTO strategy is characterized by the second measure
being predominant. The total cost associated to the SC
operation is [20]:

In addition, we call I1 the unitary cost for inventories at the
first stage of the SC, while the cost per hour of delayed
delivery at this stage is D1. We consider two cases: D1=1.5I1
and D1=40I1 [20]. Moreover, product E is valued more than
product F by 50%. In addition, inventory of final products E
and F is assumed to be 20% more expensive than the inventory

The total inventory costs associated with the GSPN in systems
S1, S2 and S3 are calculated by determining the average number
of tokens in all the places of the considered GSPN and the
throughput rate of the system stochastic transitions as follows:

where the above expression accounts for costs of work in
process during assembly and manufacturing operations (i.e.,
related to places p7, p8, p9, p10, p23, p24, p25 and p26) and
stocks in warehouses (i.e., related to places p11, p12, p27 and
p28). Similarly, the total delay costs associated to the GSPN
are obtained as follows:
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where the previous expression refers to the different costs of
the waiting times of finished goods E and F (i.e., related to
places p33 and p37 for product E and to p38 and p34 for product
F). The steady state probability distributions necessary to
calculate (7), (8) and (9) are obtained by using the SPNPTM

software package [4].

5.2 The Performance Analysis
In this section the performance analysis of the described case
study is carried out by two comparisons. First, we compare
systems S1 and S2, managed by the MTO policy, considering a
fixed number of transporter capacities (i.e., with M0(pi)=1 for
each ) and varying in each system the number of
available Kanbans. More precisely, the defined costs are
obtained for systems S1 and S2 in the cases 1, 2, 3 and 4 shown
in Table 4. Moreover, in case 5 system S1 has the number of
available Kanbans equal to case 1 but a double number of
transporters. Table 5 reports the performance measures

obtained in each case and Figure 8 compares system S1 and S2
for similar values of delay and inventory costs (i.e., when it
holds D1=1.5I1). More precisely, Figure 8 shows that if the
transportation capacity is minimum and the number of
Kanbans assigned to the first and second SC stages (i.e., SU1,
SU2, M1 and M2 in Figure 1) increases, then total costs
increase too. Indeed, in such a case the stock costs of the two
stages rise. On the contrary, if the number of Kanbans assigned
to manufacturers M3 and M4 increases, then the total costs
suffer a reduction (basically due to reduced delay costs).
Moreover, doubling the pool of transporters for each stage in
system S1, the costs increase for the higher inventory costs
(compare the results of cases 1 and 5 for S1 in Table 4 and in
Figure 8).
Second, to compare the MTO and MTS strategy we consider
systems S2 and S3. More precisely, we compare the
performance measures evaluated for system S2 in cases 1, 2, 3
and 4 with those obtained for system S3 respectively in cases 6,
7, 8 and 9 (see Table 4). In each case systems S2 and S3 are
characterized by the same transporter capacities. However,
system S2 has a finite number of Kanbans in all its stages to
realize the MTO policy, while system S3 exhibits a finite
capacity of each manufacturer, so that the MTS policy does not
lead the system to infinite inventory. The corresponding results
for system S3 are reported in Table 5.

Figure 8. Total costs for systems S1 and S2 (D1=1.5I1)

Figure 9. Inventory costs for systems S2 and S3 (D1=1.5I1)

Comparing the MTO and MTS results with D1=1.5I1, it can be
inferred that the MTS policy leads to slightly lower delay costs
than MTO. However, the MTS strategy is characterized by an
increase in the inventory costs, that are limited in the Kanban
system. Figure 9 depicts the different inventory costs obtained
under the two management policies, while a graphical
comparison of delay costs is neglected since the values of such
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indices are very similar. Hence, the MTO policy is able to
reduce stocks (and their costs) while restraining delays, so that
the overall costs are lower than with the MTS strategy (see
Figure 10).

In addition, Figures 11 and 12 respectively compare the total
costs of system S1 with S2 and system S2 with S3 when delays
are assigned much higher costs than stocks (i.e., D1=40I1).
Clearly, in such a case an increase in transporters and in
inventories does not always result in an increase in total costs,
since the high delay costs may be balanced by the increased
transport and inventory capacities (see Figure 11). Moreover,
comparing the MTO and MTS results shows that similar costs
are obtained, due to the high penalty assigned to delays in
MTO, that counterbalances the larger stocks of MTS (see
Figure 12).

Figure 10. Total costs for systems S2 and S3 (D1=1.5I1)

Figure 11. Total costs for systems S1 and S2 (D1=40I1)

Figure 12. Total costs for systems S2 and S3 (D1=40I1)

6. CONCLUSIONS
This paper presents a technique to model a generic Supply
Chain (SC) using Petri Nets (PN). The model may be
successfully employed by practitioners in order to carry out the
performance analysis of a generic SC and to choose the
management technique of the system at the operational
decision level. With this objective in mind, the choice of a PN
based formalism is obvious, because of the well known PN
effectiveness and straightforwardness in modeling concurrency
and conflicts in systems driven by events. In particular,
Generalized Stochastic Petri Nets (GSPN) are selected, since
they are able to take into account the stochastic values of
process and transportation times, while the performance
measures of the modeled system can be obtained analytically
by the many available software packages.

The proposed technique is illustrated via a case study, that is in
turn controlled using a Make-To-Order (MTO) strategy
employing the just in time philosophy based on Kanbans and
the Make-To-Stock (MTS) technique. The steady state
probabilities of the Markov chain embedded in the GSPN are
evaluated to obtain the performance measures under the
different management strategies. The results show the ability
of the MTO approach to reduce inventory costs with respect to
the MTS method.

The benefits of the presented modeling procedure are its
accuracy as well as its simplicity and versatility. Moreover, the
performance measures can be obtained analytically by using
suited software packages, or by simulation, when larger
systems are considered. However, a limitation of the
introduced modeling technique is that discrete tokens can
model lots or batches of products and discrete transmission of
orders and information. Consequently, discrete amounts of
materials and products are handled by SC entities such as
transporters and manufacturers. To overcome this
shortcoming, future research might generalize the model using
more complex formalisms, such as for instance continuous or
hybrid PN. Nevertheless, we remark that the presented
methodology may be employed thanks to its
straightforwardness for performing a preliminary analysis of a
given SC, while letting more analytical investigation
techniques (e.g. simulation) study the system in greater detail.
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 CONTROL OF SOLUTION COPOLYMERIZATION REACTORS 
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Some works have been done in order to control solution and
ABSTRACT
The requirements of productivity, safety and quality impose the
development of advanced control strategies for polymerization
processes. Polymers produced by solution polymerization must
have well-defined characteristics and physicochemical properties
such as the polymer composition and molecular weight
distribution. This work proposes a new observer-based control
structure in order to control the composition and the molecular
weight of the polymer. A high gain observer that allows estimating
the concentration of radicals and the residual number of moles of
monomers is developed. A nonlinear input-output linearizing
geometric approach is then applied to control the composition and
the polymer molecular weight by manipulating the inlet flow rate
of monomers and chain transfer agent. The control strategy is
validated by simulation during the solution copolymerization of
methyl methacrylate and vinyl acetate. 

Keywords
Nonlinear Control, Input-Output Linearisation, High Gain
Nonlinear Observer, Solution Copolymerization, Semi Batch
Reactor.

1. INTRODUCTION
The industrial requirements of productivity, safety and quality
impose the development of advanced control strategies for the
control of polymerization processes. The produced polymer
must have well defined characteristics and physicochemical
properties with respect to the specifications. The Polymer
Molecular Weight Distribution (MWD) is a fundamental
polymer property that influences the final polymer properties.
Maintaining the instantaneous molecular weight constant
during the polymerization process allows narrowing the final
cumulative MWD, which influences the thermal properties, the
impact resistance and the solution viscosity of many polymer
systems. The polymer composition is also an important
property that affects the glass transition temperature of the
polymer.
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emulsion copolymerization reactors in an open-loop manner.
Dynamic optimization approaches were used [1] to calculate
the optimal monomer addition and temperature profiles to
obtain uniform polymer molecular weight and composition in
batch and semi-batch solution copolymerization reactors.

Regarding closed-loop operations, most of them consisted of
applying nonlinear techniques of estimation or control to the
linearized system. However, a number of papers addressed
nonlinear techniques to monitor and control these processes
[2-4]. Congalidis et al. (1989) [5] studied the combination of
feed-forward and feedback control to regulate the polymer
production rate, copolymer composition and molecular weight.
Model predictive control remains the algorithm the most
commonly applied in closed-loop schemes; but usually on the
linearized system [6, 7]. Nowadays, some applications of the
nonlinear theory of model predictive control can be found in
polymerization processes. Input-output linearization also
seems to be a good way to take into account the nonlinearity of
the model [8, 9].

Besides the nonlinearity of the system, the lack of on-line
process sensors to measure the polymer properties makes the
control of solution copolymerization reactors more difficult.
Calorimetry is one of the most customarily used techniques to
monitor the process [10, 11]. Nowadays, near infrared
spectroscopy is also used to monitor the different
concentrations in the reactor and seems to give good results in
solution polymerizations since the system is homogeneous
[12]. As a complement to these online sensors, observers were
used to obtain information about the non-measured variables
from the available online measurements. The typical observers
employed consist of the Extended Kalman Filter, Kalman-like
estimator and high gain observers [13, 14].

In a previous work [15] high gain observers and nonlinear
input-output linearizing control were used to estimate the
concentration of radicals and to control the polymer molecular
weight in solution homopolymerization processes. In the
present paper, copolymerization processes are considered. In
this case, a simultaneous control of the instantaneous or
cumulative polymer molecular weight and the polymer
composition is an issue. The monomer overall conversion is
assumed to be measured online.

In the first part of this paper, the process model is presented. It
consists of the material balances of the initiator and monomers
and the moment equations describing the polymer MWD.
Then, as the proposed feedback algorithm requires the
knowledge of the state of the system, a high gain observer is
developed to estimate the concentration of radicals in the
reactor. Finally, a nonlinear input-output linearizing geometric
approach is adopted to control simultaneously the composition
and the polymer molecular weight by manipulating the inlet
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flow rate of the monomers. The control strategy is validated by
simulation during the solution copolymerization of methyl
methacrylate (MMA) and vinyl acetate (VA).

2. NONLINEAR FREE RADICAL 
COPOLYMERIZATION MODEL 

The kinetic model of radical copolymerization comprises of
the following steps: initiation, chain propagation, chain
transfer to the chain transfer agent, and termination by
combination or by disproportionation of radicals. 
Under quasi steady-state hypothesis on radicals and long chain
hypothesis [16, 17], the balances of initiator, monomers, chain
transfer agent and the reactor volume take the following form:

The following notations are used in system (1):

where  and  are the mole fractions of radicals with the
ultimate unit of type 1 or 2,

And,

The total concentration of live polymers  is derived by
applying the quasi-steady-state hypothesis to live radical
species which yields,

where f is the initiator efficiency factor.
The polymer MWD is represented by the method of moments.
The moments for live and dead copolymer chain distributions
are,

where  is the jth moment of live copolymer chain of type i
and  is the kth moment of dead copolymer chain.
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(8)
Applying the pseudo-steady state approximation to live
polymers [18] leads to the equations given by (7) for live
polymer chains. In these equations, transfer to monomer,
polymer and solvent are neglected since transfer to the chain
transfer agent is much more important. The moment equations
for dead polymers are given by (8).

where,

The cumulated number and weight average molecular weights
are calculated from the moments of the weight chain length
distribution for the dead polymer,

The instantaneous molecular weight is given by:

The instantaneous polymer composition is defined as the
fraction of the monomer units in the total polymer chain. This
is equal to the reaction ratio of this monomer to the total
reaction rate,

The system methyl methacrylate (MMA) and vinyl acetate
(VA) is studied in this work. The kinetics of this system are
presented in Table 1. In this system, Methyl Methacrylate is
much more reactive than Vinyl Acetate. Benzene was used as a

solvent, azobisisobutyronitrile (AIBN) as initiator, and
acetaldehyde as chain transfer agent.

3. HIGH GAIN OBSERVER
In general, most of the modern feedback control strategies
require the knowledge of the state of the system. Assuming the
monomer conversion is measured either by calorimetry or by
near infrared spectroscopy, the concentration of radicals
becomes observable. As a result, a high gain observer [19, 20]
is employed to estimate the concentration of radicals. The
design procedure is described in what follows.

The observer is composed of two cascade observers. The first
one allows the estimation of the number of moles of monomers
N1 and N2 assuming the concentration of radicals is known.
The second observer estimates the concentration of radicals
using the estimated values of N1 and N2.

Based on the monomer overall conversion, and using the total
number of moles of monomer introduced into the reactor, the
total mass of residual monomer can be calculated. The overall
conversion X is defined by,

The residual mass of monomer is therefore,
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3.1 Estimation of the number of moles of 
monomers

The general form of the model used to estimate N1 and N2 is
given by: 

The following transformation is considered in order to put the
system under a canonical form of observability. This
transformation is based on the Lie derivative of the output y, 

This yields the following new system, 

with,

System (17) is under a canonical form of observability. A high
gain observer can therefore be constructed in order to estimate
the state z. The inverse of the transformation z gives then an
observer of the original states N1 and N2 as follows,

Where  is the unique symmetric positive definite matrix
satisfying the algebraic Lyapunov equation,

3.2 Estimation of total concentration of live 
polymers

The concentration of radicals is denoted by . The
same process output (y) is used to estimate . In order to
construct the observer, we consider the following augmented
system, where the unknown dynamic of   is represented by , 

System (20) can be written in matrix form as,

Where,

The observer of this system takes the following form [19]:

Finally, the observer of the original coordinates is given by,

It is important to notice that observers (19) and (23) estimate
N1, N2 and    simultaneously.

4. NONLINEAR GEOMETRIC CONTROL
Since the process states are now available, a feedback
controller can be developed. We will consider controlling the
polymer instantaneous composition combined first with the
cumulative and second with the instantaneous number average
molecular weight. 
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4.1 Control of the cumulative molecular 
weight and the polymer composition

In order to control the polymer composition, the ratio F1/F2 has
to be maintained at a predefined value,

However, (24) shows that it is sufficient to control the ratio of
monomers N1/N2 in order to control the polymer composition.
The desired ratio (N1/N2)d is calculated from the desired
composition ratio (F1/F2) from the same equation. It is
customary to use the flow rate of the most reactive monomer to
control the polymer composition (Q1,in). Therefore, the flow
rate of the less reactive monomer (Q2,in) will be used to control
the number average molecular weight. First of all, let us
analyze the controllability of the system.

The characteristic matrix of this system is non-singular [21,
22],

System (25) is a nonlinear multi-input multi-output (MIMO)
system. We can apply a nonlinear input-output linearizing
controller with the feedback,

We define the external input v as a Proportional Integral (PI)
loop,

The complete control system becomes,

and,

where  is calculated from (11).

4.2 Control of the instantaneous molecular 
weight and the polymer composition

In order to control the instantaneous molecular weight and the
polymer composition, the same control laws presented above
are used (28, 29) with the exception that the desired value   is
calculated by iteration from relation (10).

In the both cases, RP1 and RP2 permit to compensate the
nonlinear dynamic of the model. The proportional action (P) is
necessary in order to account for the set point and the integral
action (I) allows to eliminate the errors due to modeling
uncertainties. The controller is regulated by the parameters
kp1, kp2 and τp1, τp2.

The observers and the controllers are coupled to design a
feedback controller for Cases a and b:

Case a, the objective is to control the polymer composition and
the instantaneous molecular weight.

Case b, the objective is to control the polymer composition
and the cumulative molecular weight.

The controller algorithm is shown on the following scheme.
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5. RESULTS AND DISCUSION
The observers and controllers developed above were validated
by simulation during the copolymerization of methyl
methacrylate (MMA) and vinyl acetate (VA). In the first series
of simulation (Case a), the objective was to maintain the
polymer composition and the instantaneous molecular weight
at a predefined trajectory.

Figures 1 and 2 show the estimated values of , N1 and
N2 compared to the real values. In order to test the robustness
of the observer, the measurement of the monomer conversion
was corrupted by an additive Gaussian noise with amplitude
equivalent to 5%. The figures show that the cascade observers
work well with and without measurement noise. A rapid
convergence to the real values could be observed.

Figure 1. Estimation of the concentration of radicals.            
Case a: Control of the instantaneous molecular weight and the 
polymer composition (at top, without noise and at bottom, with 

measurement noise)

Figure 2. Estimation of the number of moles of monomers 1 
and 2. Case a: Control of the instantaneous molecular weight 

and the polymer composition (at top, without noise and at 
bottom, with measurement noise)

Figures 3 to 5 show the performance of the controller. Figure 3
shows the evolution of the instantaneous molecular weight in
presence and in the absence of measurement noise. It can be
seen that it converges rapidly to the set-point. In parallel, the
polymer composition converges very quickly to the set-point
(Figure 4). Figure 5 shows the flow rates of monomers
employed to obtain this comportment of the process states. The
flow rates were assumed to be limited at 1e-3 (mol/s). The
rapidity of convergence is a function of this saturation value. It
is important to mention that the adjustment of the PI
parameters in a multivariable system is very important in order
to get good results.
In the second series of simulations (Case b), the objective was
to maintain the polymer composition and the cumulative
molecular weight at a predefined trajectory. This means that,
the controller tries to maintain the average value of the
molecular weight of the produced since the beginning of the
reaction at a desired value. It can be imagined that this
generates a forgetting factor on the molecular weight of
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polymer that depends on the amount of polymer produced.
Actually, an amount of polymer is produced at the beginning
of the reaction with an error in molecular weight until the
controller converges to the desired trajectory. This error is
integrated in the cumulative molecular weight as can be seen
on Figure 6. It is important to mention that the instantaneous
molecular weight does not take into account the molecular
weight of the produced polymer but only what is produced at
each time (Figure 3). Figure 7 shows the evolution of the
polymer composition in this simulation. The controller
convergence is mainly affected by the saturation of the
monomer flow rates as shown on Figure 8.

Figure 3. Evolution of instantaneous molecular weight.       
Case a: Control of the instantaneous molecular weight and the 
polymer composition (at top, without noise and at bottom, in 

presence of measurement noise)

Figure 4. Evolution of the polymer composition.                    
Case a: Control of the instantaneous molecular weight and the 
polymer composition (at top, without noise and at bottom, in 

presence of measurement noise)

Figure 5. Flow rates of monomers 1 and 2. Case a: Control of 
the instantaneous molecular weight and the polymer 

composition.
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Figure 6. Evolution of the cumulative molecular weight.     
Case b: Control of the cumulative molecular weight and the 

polymer composition.

Figure 7. Evolution of the polymer composition.                    
Case b: Control of the cumulative molecular weight and the 

polymer composition.

Figure 8. Flow rates of monomers 1 and 2. Case b: Control of 
the cumulative molecular weight and the polymer composition.

The decision of controlling the instantaneous or cumulative
molecular weight of the polymer depends on the application
and on the process time. For long processes, it is worthy to use
the instantaneous molecular weight in order to have good
information about the process. At a time t where a big amount
of polymer has been produced, the cumulative molecular
weight will not account well for what is being produced. The
polymer quality would be better if the controller of the
instantaneous molecular weight is applied in this case. In
applications, where the average molecular weight is measured
online or at discrete intervals, it is more interesting to use this
information for process control.

As a result, it seems more interesting to control the cumulative
average molecular weight at the beginning of the reaction and
when the reaction volume increases considerably it becomes
more interesting to use the controller of the instantaneous
molecular weight.

6. CONCLUSIONS
In this work, a system of controlling semi batch solution
copolymerization processes was developed. A high gain
observer was developed to estimate the residual amounts of
monomers and the concentration of radicals based on the
measurement of the monomer conversion and on a detailed
process model. The observer performance was validated by
simulation. A nonlinear state feedback controller was then
developed to control the instantaneous polymer composition
and both the instantaneous and cumulative molecular weight of
polymer. The controller takes into account the nonlinearity of
the process by input-output linearization. A comparison
between the controllers shows that the choice of the controller
depends on the application. In order to obtain a homogeneous
polymer, the instantaneous properties should be controlled.
However, if the reaction time is small then it would be more
interesting to concentrate on the cumulative properties. 
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A PIPELINE TRACKING CONTROL OF AN UNDERACTUATED 
REMOTELY OPERATED VEHICLE 
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motion into vertical and horizontal plane and used only a
ABSTRACT
In this paper, we propose a new pipeline tracking control of an
underactuated remotely operated vehicle (ROV) based on a
thruster allocation and a nonlinear PD heading control for inner
and outer loops respectively. The thruster allocation control
without constraint uses the vehicle’s velocity feedback to detect
the change in thrust required for the thrusters used in ROV’s
maneuvering. Generalized ROV models for decoupled horizontal
and vertical plane motions are derived based on small roll and
pitch angles that are self-stabilizing during operations. When
compared with the Proportional-Derivative (PD) controller for all
motions, the proposed cascaded controller is proven to render the
tracking error dynamic globally k-exponentially stable with a
lower control effort needed. Computer simulations are performed
on these controllers and shown to be robust against parametric
uncertainty. 

Keywords
Pipeline Tracking Control, Remotely Operated Vehicle (ROV),
Cascaded Controller, Nonlinear Control.

1. INTRODUCTION
Remote-operated vehicle (ROV) speed and position control
systems have been highly interesting research areas, with
respect to safety and performance issues. However, major part
of research work in this field has been focused towards the
design of the outer loop control system [2-6], that is
positioning control systems while the design of the thruster
allocation [1], and control loops have received less attention
[7-10].

This paper focuses on the design of a cascade control system
with thruster allocation, in inner or ‘slave’ loop, and
positioning control, in outer or ‘master’ loop for different
plane maneuvering. The motivations for this work are: (i) to
reduce the voltage input to thruster in the presence of opposing
thruster’s axial velocity and thus reduces the control effort
needed for ROV’s maneuvering and (ii) to decouple the ROV
*Corresponding author: E-mail: chin0014@ntu.edu.sg
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heading control.

Since the vehicle is underactuated and does not have pure
lateral thruster for the uncontrollable degree of freedom,
maneuvering of the ROV in these directions require all
thrusters. Often techniques such as unconstrained thrust
allocation using Moore-Penrose pseudoinverse and Singular
Value Decomposition (SVD) are used to optimize the thrust
require for the motions. This is inefficient since it requires
real-time optimization due to the dynamic input requirement
and may not be appropriate for ROV’s positioning. The
proposed thrust allocation is used in the inner loop. For
conventional ROVs the basic motion is the movement in a
horizontal plane with some variation due to diving. Often, they
operate in a crab-wise manner in four DOF with small roll and
pitch angles that can be neglected during normal operations.
Therefore, it is purposeful to regard the vehicle’s spatial
motion as a superposition of two-displacement motion in the
vertical plane and the motion in the horizontal plane. By
considering only few DOF at a time, motions become
decoupled. For example, the vehicle is first steered at constant
forward speed towards a straight line that passes through the
desired target point with desired vehicle’s orientation. At the
end of this phase, the vehicle will be following a vertical line
with constant heading but an altitude change.

Besides thruster allocation for different plane motion in the
inner loop is utilized while a nonlinear PD control law for the
yaw motion in the outer loop of the cascade system is used to
render the tracking error dynamics globally asymptotically
stable. The thruster allocation is applied to all positions except
yaw angle that requires all thrusters to be activated.

This paper is organized as follows: In Section 2, the general
equation of motion for ROV is described. In Section 3, the
description of the thruster’s system consisting of thruster
dynamics and allocations are given respectively. In Section 4,
the nonlinear equations for horizontal and vertical dynamic are
derived. Followed by the cascaded system design for the ROV.
In Section 5, discussion on the computer simulations on the
proposed design and comparison with PD control are shown
followed by the conclusion.

2. DESCRIPTION OF GENERAL 
NONLINEAR ROV MODEL

The general motion of ROV with added mass and
hydrodynamic damping terms in six degree of freedom (DOF),
according to Fossen [1], is described by the following
equations. The added mass coefficient are contained from
principle of strip theory [1]. It involves dividing the
submerged part of the vehicle into a number of strips. Here,
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two-dimensional hydrodynamic coefficients for the added
mass can be computed for each strip and summarized over the
length of the body to yield three-dimensional coefficients. By
examining each parts of the ROV such as the left and right
float, main chassis and thrusters as a slender body, as shown in
Figure 1, the total added mass coefficients for each direction is
computed.

Figure 1. Coordinate system for underwater robot

Figure 2. Front and side view of RRC ROV II

For ROV’s slow speed application, off-diagonal terms in
added mass matrix is smaller than their diagonal counterparts
and hence a diagonal structure is adopted. Therefore, the
general motion of a ROV can be described by using a body-
fixed frame relative to an earth fixed frame in the compact
form of:

where  is the sum of mass inertia and
added mass matrix;  is the sum of
Coriolis and centripetal and added forces and moments matrix;

 is the diagonal hydrodynamic forces and moments
matrix;  is the vector of gravitational and buoyancy
restoring forces and moments vector;  is the force and
moment inputs vector;    and are the linear
and angular velocities vector consisting  and

 respectively;    are the
positions and orientation angles vector consisting

 and  respectively. The
kinematics equations or Euler transformation between the body
and earth frames can be written as:

where  is the Euler transformation matrix. The
notations used in ROV are shown in Table 1.
Remark 1: Since the position of the center of gravity xg, yg, zg
are designed to coincide with ROV origin, thus (1) can be
further simplified. The ROV is neutrally buoyant and that
center of buoyancy xb and yb coincide with the origin except zb
(located above the origin) as shown in Figure 2.

3. DESCRIPTION OF THE THRUSTER 
SYSTEM

In thruster allocation, the aim is to optimize some objective
like minimum use of control input (optimization based control
allocation in order to obtain an efficient used of voltage input
to the thruster. But in some case, it is not necessary that
optimized thrust is useful in the event of positioning control.
Thus a thruster allocation control based on vehicle’s velocity
feedback is proposed. To render the thruster allocation control
effective, a thruster dynamic with the effect of opposing axial
velocity generated by rotating propeller is derived.

3.1 Thruster Configuration and Allocation
The layout of thrusters in the ROV platform is shown in Figure
2. There are four thrusters responsible for the six DOF
motions. Since the roll and the pitch motion are not
controllable but are self-stabilizable, the thrust allocation for
these direction are not considered. As shown in (3), same set of
thrusters has to be used for some DOF.

where T1 to T4 are the respective i-th thruster. For horizontal
plane motion, T1 and T2 are generating a propulsion force
acting in the longitudinal axis. T3 and T4 ensure the motion in
sway is maintained while T1 to T4 provides the yaw motion.
For vertical plane motion, T1 and T2 are generating a
propulsion force acting in the longitudinal axis while T3 and
T4 ensure the motion in heave is maintained. Note that the roll
and pitch motion, there are no direct thrusters used due its self-
stabilizing behavior.
In practical applications the vector of propulsion forces and
moment acting on the vehicle in the horizontal and vertical
plane can be described as a function of the thrust vector f by
the followings expression:

where
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- force in the longitudinal axis

 - force in the transversal axis

,  - force and moment in the vertical axis

T – thruster configuration matrix

where , , , ,

 as shown in Figure 2.

 is the thrust vector subjected to
, and P is a diagonal matrix of the readiness of

the thruster:

In the thruster allocation as indicated in (4), it produces the
level of thrust without any feedback from the vehicle motion.
The open-loop nature of this thrust allocation is undesired in
the event of vehicle’s is making a maneuvering. Hence, the
following thruster allocation is proposed. 

The  are the velocity error signal at
time  where . T is the configuration matrix, and P
is the diagonal matrix of the readiness of the thruster as in (6).
All matrices are appropriately dimensioned.
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3.2 Thruster Dynamic
Without a good thruster model, thruster allocation may not
function probably. In this section, an unsteady state thruster
model is derived using the Bernoulli’s Equation applied to the
streamlines upstream and downstream of the propeller and
assuming that the flow is incompressible, inviscid and
irrotational. The thrust output from the propeller can be
defined as:

where ua is the axial fluid velocity at the propeller (fluid
advance speed) in m/s, Ap is the axial projected area of the
propeller in m2,  is the length of the area projected in m and

 is the density of the seawater (3.5% salinity) at 20oC in
kg/m3. It is not difficult to see that  is actually the control
volume in m3. Note that f refers to the thrust produced by each
thruster namely: f1, f2, f3 and f4 as shown in (4).

The relationship between axial velocity and rotational speed
can be obtained from the energy balance equation. Since there
is a difference in the thrust due to disturbances in the water
inflow to the thruster blades, thruster-to-ROV surfaces
interactions, underwater current and ROV velocities, a factor
KR is included in the energy from input to output:

where Q is the shaft’s torque in N/m,  is the rotational speed
in rad/s and f is the thrust generated from propeller rotation in
Newton. The relationship between the torque and thrust is
obtained from the water tank experiment [11] that is: f = 40Q
(forward) and f = -54Q (reverse). The KR =1.923 is an average
value obtained from the ratio of  at ROV’s surge
velocity of u = 0.01 to 2 m/s under open loop condition. While
the ua, is defined as function of the vehicle’s surge velocity u:

22 apap uAulAf ρρ += �

l
ρ

Apl

fK
Qu

R
a

Ω
=

Ω

QΩ fua⁄

(8)

(9)
24



A PIPELINE TRACKING CONTROL OF AN UNDERACTUATED REMOTELY OPERATED VEHICLE
where W refers to the wake fraction number [1] between 0.1 to
0.4. By examining (9) it is not difficult to see that . By
applying f = 40Q (forward), f = -54Q (reverse) and substituting
(9) into (8) gives:

where the constant for both forward and reverse are:

Similarly the torque become:

where the constant for both forward and reverse are:

From the experimental results, the thruster model without
considering the time dependent term,  portion of the
thrust and torque in (11) and (12) can be obtained as:

where the constant for both forward and reverse are: KTd =
0.0022(forward), KTd = -0.0013(reverse), KQd = (forward),
KQd = 5.5 x 10-5 (reverse). By substituting KR=1.923,  =
0.01m, Dp=0.09 and =1024 kg/m3 into equation (11), the
forward and reverse thrust in steady and non-steady condition
coincides (due to the KTdo in the equation is small).

Similarly, this applies to the forward and reverse torque, Q in
(12). For the DC motor shaft dynamics, the electromechanical
model assuming small electrical time constant as compared to
the mechanical time constant.

In general, the unified hydro-electromechanical dynamic
model for both the dc motor shaft speed and propeller dynamic
can be written as:

where Vm is the armature voltage, Lm is the armature
inductance in Henry, Rm is the armature resistance in Ohms,
Km is the motor torque constant Nm/A, Ke is the motor back
emf in Vs/rad, Jm is the rotor moment of inertia in Nm.s2/rad
and KQd is obtained from (12) at steady state. Equation (15)
and (16) imply that the unsteady state model in (11) to (12) can
be approximated by the steady state model in (13) to (14)
respectively. The model steady state response match those
observed in the experiments [11] as shown in Figure3.
However, the approximated transient response does not match
very well with the observed oscillatory response. It is observed
that most oscillations diminish within 0.5s. This is relatively
shorter than ROV dynamics response time.

Figure 3. Time responses of the measured thrust and the 
thruster model

4. NONLINEAR PLANE DYNAMIC 
Basically in all maneuvers, it is restricted to a horizontal and
vertical plane. The horizontal plane motions consist of making
a turn to the left or right at a constant altitude. States involve
are simply the surge, sway and yaw motions while in the
vertical plane motion moves at fixed heading or orientation
with change in altitude. States involve are the surge, heave and
pitch motions.
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4.1 Horizontal Plane Dynamic
From the open-loop simulation with T1 and T2 activated, the
ROV does not leave the horizontal plane. Instead the ROV’s
yaw and exhibit the self-regulating in roll and pitch. Hence the
roll, pitch and yaw velocities are bounded as the ROV is
following along the x-axis or y = 0 at a constant z that defines
the horizontal dynamic. The horizontal plane dynamic with
added mass terms , and  are written as:

where location of the center of gravity coincide with the origin
of the earth-fixed frame, that is xg = yg= zg= 0 and the
hydrodynamic damping is assumed to be linear. In (18), the
dynamics in the u and v are coupled with r respectively. Using
the Euler transformation matrix, the positions and orientation
x, y and  become:

The z1 to z3 are:

The reference variables z1,r, z2,r and z3,r are defined
correspondingly. Next, we define the tracking error as

, . We obtain the tracking error
dynamics as:

We study the problem of stabilizing the tracking error
dynamics (21) by using the thruster allocation and nonlinear
PD controller on the yaw dynamic. Next the problem is to find
appropriate state feedback laws ur. Similarly the vertical
dynamic can be modeled as shown.

4.2 Vertical Plane Dynamic
For the T3 and T4 are activated during altitude change in the
vertical plane, the ROV does not leave the vertical. Instead the
ROV’s yaw with the self-regulating in roll and pitch. Hence
the roll, pitch and yaw velocities are bounded as the ROV is
following along the z-axis or x = 0 at a constant y that defines
the vertical plane dynamic. The vertical plane dynamic for
both the translational and rotational direction with added mass
term , and  can be written as:

where location of the center of gravity coincide with the origin
of the earth-fixed frame, that is xg = yg= zg= 0 and the
hydrodynamic damping is linear. From the Euler
transformation matrix, the positions and orientation x, z and 
becomes:

coordinates x-xr, w-wr, q-qr, since these position errors depend
on the choice of the inertia frame. This problem is solved by
defining the change of coordinates as proposed in [12] that
considered the dynamics in a frame with an earth-fixed origin
having the x, z-axis always orientated along the ROV surge and
heave axis.
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The reference variables z1,r, z2,r and z3,r are defined
correspondingly. Next, we define the tracking error

In this way, we obtain the tracking error dynamics

We study the problem of stabilizing the tracking error
dynamics (21) and (25) by using the thruster allocation and

nonlinear PD controller on the yaw dynamic as shown in (21c)
and left pitch motion uncontrolled.

5. CASCADED CONTROLLER DESIGN 
Due to the nature of the ROV operation, the velocity and
position must be controlled during the pipeline tracking
respectively. This inevitably leads to a cascade control
structure consisting of an inner loop for thruster allocation
control and outer loop for position control in particular the yaw
angle. Hence controller design aims at arriving at a closed-loop
error dynamic of the form  can be written as:

where ,  is continuously differentiable in
 and ,  are continuously differentiable

in their arguments, and locally Lipschitz in  and
respectively. Notice that if x2 = 0, (26a) reduces to

. Therefore, we can view (26a) as the system:

that is perturbed by the output of the system

For example if Σ1 and Σ2 are asymptotically stable, the x2
tends to zero. In that case, the dynamics (26a) reduces to (27).
Hence the (26) become asymptotically stable. But this is not
true in general as the cascade system has a finite escape time or
implies that the solution can be infinite at the finite time.
However, in [12], it was mentioned that if the system (27) and
(28) are globally uniformly asymptotically stable and the
solutions of the cascaded system is globally uniformly
bounded, then the system is globally uniformly asymptotically
stable. Hence to ensure that the cascaded system is globally
uniformly bounded, the following Corollaries are used. A
slightly weaker notation than global exponential stability is the
Corollary 1 [13].
Corollary 1 [13]: Assume that both (27) and (28) are globally
K-exponentially stable and that continuous functions

 and  exist such that

Then the cascaded system (26) is globally K-exponentially
stable. Next, we required the time-varying liner system (that
eventually the closed-loop system will become) to be
uniformly controllable. This requirement is needed before
designing the controller. The details can be find in the linear
system theory. The result we need in this paper is a corollary of
[13].
Corollary 2 [14]: Consider the time-varying linear system
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where  is continuous, 
continuous. Assume that for all , the pair  is
controllable. If the following three conditions are met: 

(i)  is bounded ,

(ii) Lipschitz in , and 

(iii) constants  and  exist such that

then the system (30) is uniformly completely controllable. It is
also known as the “persistence of excitation condition”. The
Corollary 2 [14], consider a time-varying linear system is
uniformly completely controllable or known as the
“persistence of excitation condition” that is required before
controller design. As mentioned in Section 4, the controller
design aims at arriving at a closed-loop error dynamics in (37).
To begin, we try to obtain the closed-loop in (37). With that,
we can use one input for stabilization of the subsystem of the
control system (26b). By defining the preliminary feedback:

where  is a new input, the subsystem (21c) and (21f) reduces
to the linear system:

which can easily be stabilized by choosing a suitable control
law for , for example:

As a result, the subsystem (21c) and (21f) are rendered
globally exponentially stable. Now z1 is left and should be
chosen such that the overall closed-loop system is rendered
asymptotically stable. We aim for the closed-loop system of
the form (37). Besides, for asymptotic stability of the system

, it is necessary that the part:

in

to be asymptotically stable. This is something that should be
guaranteed by the thruster allocation control. From corollary 1,
we further know that it is sufficient since both 

and  (that guaranteed by the controller design)
are asymptotically stable and the part  can be
ignored.

Remark 2: Considering the horizontal plane model, the closed-
loop system is designed as follow. Since the pitching motion in
vertical pane model is self-stabilizing, hence the control for
this motion is not required. Emphasis is on the designing of
heading control with the thruster allocation control on x, y, z
incorporated in the cascaded system.

To begin, we designed a control law for z2 such as way that the
subsystem in closed-loop form was stabilized. Before we
proceed with the controller design we assume that the
stabilization of this subsystem worked out to be,  and

. All that remains to be done is to show that the
thruster allocation control using (7) for  and  stabilizes
the system (21). It follows from Corollary 2 that the system
(21) is uniformly completely controllable if the reference pitch
velocity rr(t) is persistently exciting. If the rr(t) is persistently
exciting, we can use any of the control laws available in
literature for stabilizing the linear time-varying systems. In
addition to these results, we propose the following control law.

Proposition 1: Consider the system (21) in closed loop with
control law:

where  is the 1 x 4 thruster configuration matrix of (5),
 is the 4 x 1 thruster readiness matrix of (6), f1 and f2 in

(4). If rr(t) is persistently exciting than the closed-loop system
with (39) and (40) are globally exponentially stable.

Proof: Consider the positive definite Lyapunov function
candidate in [15]:

Differentiating the Lyapunov function yields:

Since the value ,  and hence
. It is well known [16] that the origin of the closed-loop

system is globally exponentially stable if the pair is uniformly
completely observable (UCO). If is persistently exciting, it
follows from Corollary 2 that the pair is UCO, which
completes the proof.
Combining the controllers (33), (39) and (40), we are able to
formulate the cascaded systems based solution to the tracking
control law.
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Proposition 2: Consider the ship tracking error dynamics (21)
for cruising in closed loop with the control law (39), (40) and:

where kp and kd are the controller constant.

If ur, vr, z1,r and z2,r are bounded and rr(t) is persistently
exciting, then the closed-loop system (44) and (45) are
globally K-exponentially stable.
Proof: Due to the design, the closed-loop system has a
cascaded structure as shown in the (44) and (45). From the
Proposition 1 we know that the system  is
globally exponentially stable and from standard linear control

that the system  is globally exponentially stable.
Furthermore, due to the fact that ur, rr, z1,r and z2,r are
bounded,  satisfies k-exponential stability.
Applying Corollary 1 provides the desired result.

Notice that the only property of the system  that
we need in this proof, is the fact that it is globally
exponentially stable. Under the assumption that rr(t) is
persistently exciting (which yields uniform complete
controllability according to Corollary 2), more control laws are
in literature that also guarantee global exponential stability of
the system. In the case, we replace ur with other control law,
the proof is still holds. Therefore several other choices of ur
can be made:
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Similarly Proportional 1 and 2 can be applied to the tracking
error dynamic of the vertical plane in (25).

6. COMPUTER SIMULATION
To verify our design, we performed some simulations using a
block diagram simulation package in MATLABTM,
SIMULINKTM. In the simulation, we used the ROV parameters
in [17]. The reference trajectory to be tracked is namely, the
pipeline profile as shown in Figure 4. The ROV starts at the
launch position with a prior knowledge of the locations. Once
the ROV completed the planned path, it moves back to the
initial position or stay for further instruction. At each

breakpoint, the position is highlighted in the box with zero
velocity. This condition is known as station keeping. 

The schematic block diagram as the result of the above control
system design is shown in Figure 5. Using SIMULINKTM as
shown in Figure 6, the outer loop controller (as shown in
Figure 7) consists of the new PD heading control with the
thruster allocation in the inner loop (as shown in Figure 8). For
the thruster allocation control used in the inner loop, it mainly
represents the proposed thruster allocation in (39) and (40). It
determines the thrusters to be activated using the velocity as its
input signal. Thruster dynamic block consists mainly the
thruster fluid dynamic and electro-mechanical models with the
axial velocity term, ua. Since the roll and pitch positions are
self-stabilizable, they are not feedback to the controllers that as
shown in the feedback filter block diagram. The gains for the
control law are .

During the simulation, the ROV moves vertically down by z =
50m from its launch position followed by: (i) z = -50m,  =
1.57rad, (ii) z = -50m, x = 1.5m (iii) z = -45m, (iv) z = -45m, x
= 3m, (v) z = -50m,  = -1.57rad, (vi) z = -50m, x =5m. In
each phase, a constant altitude is maintained. The duration of
the simulation is 2000 seconds and was done in a Pentium IV,
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2.4 GHz computer. The resulting performance of this
controller is shown in Figure 9. The “New-Alloc” refers to the
proposed cascaded controller for the heading and the thruster
allocation control while the PD-Alloc refers to the PD control
for all motions with the same thruster allocation control.

To check the validity of the Corollary 1, term in the right-hand
side and left-hand side are plotted and shown to be valid
throughout the simulation. Besides validating the Corollary 1,
the Corollary 2 (known as state controllability or the
“persistence of excitation condition”) of the system is verified.
The pair  is controllable since the three condition
as follows are met: (i)  is bounded, (ii)  is Lipschitz in t,
and (iii) constants  and  exist such that

As compared with the PD for all DOF with the same thruster
allocation control, the overshoot in sway motion is smaller that
the proposed controller. But to achieve the desired position,
the settling time for the proposed controller is longer. Both roll
and pitch angles are self-stabilizing at all time. As shown in
Figure 10, the voltage input to the thrusters is smaller and less
peaking in the proposed controller. As observed, only some
thrusters are activated for certain time due to the requirement
of the ROV’s maneuvering.

Hence the presented cascaded controller can be applied on the
ROV RRC II. To determine the robustness of the controller,
for example a ten percents variation in the mass inertia and
hydrodynamic damping terms are introduced in the model. As
shown in Figure 11, the proposed controller has some degree
of robustness against the parametric uncertainty.

7. CONCLUSIONS
In this paper, the general equation for ROV was described and
applied on the RRC ROV II. The thruster dynamics and
allocation were formulated for the inner loop control. The
thruster allocation control uses the vehicle’s velocity feedback
for thrust allocation instead of using an open-loop real-time
thrust optimization while the outer loop uses the nonlinear PD
controller on the yaw dynamic. 

As compared to conventional Proportional-Derivative (PD)
controller used for all motions, the proposed cascaded
controller provides a simple structure for outer loop control
and better thrust allocation for the ROV’s plane maneuvering.
Besides the overall cascaded control was proven to render the
tracking error dynamic globally k-exponentially stable.

Computer simulations are performed on these controllers and
shown to be robust against parametric uncertainty due to model
inaccuracy.
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Table 1. Notations used in ROV

DOF Motion 
Descriptions

Positions and 
Orientations

Linear and 
Angular 

Velocities

1 Motions in the x-
direction (surge)

x u

2 Motions in the y-
direction (sway)

y v

3 Motions in the z-
direction (heave)

z w

4 Rotations about 
the x-axis (roll)

φ p

5 Rotations about 
the y-axis (pitch)

θ q

6 Rotations about 
the z-axis (yaw)

ψ r
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Figure 4. Pipeline profile for RRC ROV II

Figure 5. RRC ROV II schematic block diagram

Figure 6. RRC ROV II simulation block diagram by SIMULINKTM
31
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Figure 7. Heading control (for outer loop) block diagram by SIMULINKTM

Figure 8. Thruster allocation control (for inner loop) block diagram by SIMULINKTM

Figure 9. Position response of the controllers
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Figure 10. Voltage input to T1 to T4

Figure 11. Position response of system under parametric uncertainty
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Hessenberger form of index one and two are used for nonlinear
ABSTRACT
Many complex systems can be described by network models or
modelling languages. From a mathematical point of view, these
systems are modelled by differential-algebraic equations. Quite
often, several quantities occurring in the model cannot be
measured directly and must therefore be reconstructed by observer
schemes. We consider the problem of observer design for
nonlinear differential-algebraic equations. Our approach is based
on an approximate observer error linearization technique. The
design method is applicable to a class of semi-explicit differential-
algebraic equations. The observer design is illustrated on an
example system.

Keywords
Observer design, Observer Canonical Form, Differential-
Algebraic Equations.

1. INTRODUCTION
Using differential-geometric concepts, several observer design
methods for (explicit) nonlinear state-space systems have been
developed [1-4]. Most of these methods rely on certain normal
forms (see [5, 6]). For example, the design method developed
in [7] uses the observability canonical form. Similarly, the
Byrnes-Isidori normal form is used in [8].
One particularly interesting approach suggested in [9, 10] uses
the observer canonical form, where linear dynamics are driven
by a nonlinear output injection. Unfortunately, the existence
conditions for this normal form are very restrictive. Therefore,
several approaches to circumvent this difficulty have been
developed. These methods are often based on an approximate
observer canonical form [11-13].
Quite often, real-world systems are modelled by differential-
algebraic equations (DAEs), see [14] and references cited
there. Although there are many observer design methods for
explicit nonlinear systems available, systematic design
methods for implicit systems are rare [15-17]. For example, the
work in [7] is extended in [18] to index one DAEs. Another
approach is suggested in [19, 20], where implicit observers in
*Corresponding author: E-mail: klaus@roebenack.de
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state-space systems. This method is extended in [21] to
observe semi-explicit DAEs.
We consider the problem of observer design for nonlinear
semi-explicit DAEs. This paper is based on the observer error
linearization approach known from nonlinear state-space
systems [9, 10, 22]. To relax the existence conditions we take
the approximations suggested in [11-13] into account.
In Section 2 we recall the existence conditions of the normal
forms required for the observer design. The observer design
procedure is explained in Section 3, where we also discuss
conditions for convergence. Our approach is applied to an
example system in Section 4. Finally, the conclusions are
drawn in Section 5.

2. NORMAL FORMS

2.1 Observer Canonical Form
We consider a single-output (possibly multi-input) system in
form of a semi-explicit DAE

with smooth maps  and 
. The map  is the output

map. Given an smooth input signal u, we assume that (1) has
an unique smooth solution for all initial values belonging to a
manifold M , i.e., M is the manifold of consistent
initial values [14, 23].
Without loss of generality we can rewrite the first subsystem
of (1) as 

with  and . We want to
find a diffeomorphic change of coordinates 

that transforms subsystem (2) into observer canonical form [5,
6]
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where w is treated as an additional input. The pair  is in
dual Brunovsky form

the map  is a pure output injection, and

 acts as an input-output injection. The
existence of (4) is governed by the following theorem [9, 22]:

Theorem 1: Let . There exists a local diffeomorphism
(3) in a neighbourhood of x0 transforming (2) into (4) if 

holds for all x in a neighbourhood of x0, where the vector field
v   is the unique solution of

The notation of Lie derivatives and Lie brackets used in
Theorem 1 is by now standard in nonlinear control theory (see
[24, 25] and the appendix of this paper). Condition A1 is the
well-known observability rank condition, where “dim” stands
for dimension. Unfortunately, the integrability condition A2 is
violated for many systems of practical relevance. Condition A3
concerns the occurrence of the inputs in normal form
coordinates.

If A1 holds, the vector field v can be obtained from (6). Based
on the Simultaneous Rectification Theorem [25, Theorem
2.36] we can compute the inverse transformation

with , where  denotes the flow of a vector
field v at time t. Unfortunately, the calculation of the flows
required in (7) is often difficult. However, the flows can be
approximated by Lie series, the coefficients of which can be
calculated using Taylor series arithmetic [26, 27]. Alternative
approaches to compute the form (4) have been suggested in
[28, 29].

2.2 Approximate Observer Canonical Form
Only a small class of nonlinear systems can be transformed
into observer canonical form (4). To circumvent this difficulty
several approximation techniques have been developed [11-
13]. The main idea of these approaches is the decomposition of
the system into (2) such, that the unforced part 

can be transformed into (4). If we apply the associated
transformation (3) to the first subequation of (1) we obtain an
approximate observer canonical form 

with a matrix  
and a map . In the additional
nonlinearity , the component zn   of the state vector z is
replaced by . In general, the map  will also depend
on  other components zn of z. These q   components are
selected by the matrix H. Based on Theorem 1 we can
summarize the existence conditions for (8) as follows [13]:
Theorem 2: Consider the first subsystem (2) of system (1) in a
neighbourhood of . Assume conditions A1 and A2 of
Theorem 1 hold. Then there exists a local diffeomorphism (3)
in a neighbourhood of x0 transforming subsystem (2) into (8). 
The vector field f0 is used to construct the change of
coordinates (7). This transformation is then applied to the
vector field f1 in order to obtain , i.e., 

3. OBSERVER DESIGN

3.1 Structure of the Observer
Assume subsystem (2) fulfils the conditions of Theorem 2. For
system (1) we suggest an observer of the following structure:

with a constant gain vector . The observation error
 of the first subsystems of plant (1) and the observer

(9) is governed by the error dynamics 

The output injection  is cancelled out between (8) and (9).
Moreover, the maps  in (10) differ only in the second and
third argument. To obtain a prescribed characteristic
polynomial 

of the linear part of (10) we set . If
additionally the conditions of Theorem 1 are fulfilled, the
second argument of the nonlinearities in (10) can be omitted
and the map  can be replaced by , by which we simplify
the error dynamics (10).
In practical applications, it is often convenient to implement
the observer (9) in original coordinates. In this case, we obtain
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with the correction term

3.2 Notes on the Convergence
The index of the DAE system (1) plays a crucial role
concerning its analytical and numerical properties [14]. In fact,
there exist several different index concepts. The most
prominent examples are the differentiation index, the
perturbation index, and the tractability index (e.g., see [31,
32]). Up to now, we made no assumption regarding the index
of (1). Indeed, the observer design procedure given in Section
3.1 can be carried out for any index. 

To analyze the convergence of the observer (9) or (11) we will
restrict ourselves to the index one case. Consider system (1) at
a point M  with 

By the Implicit Function Theorem there exists a smooth map
 defined in a neighbourhood of  such that

We define a map  by

whereby (10) becomes 

The observer trajectories converge to the trajectories of the
original system (1) if the equilibrium  of (12) is
asymptotically stable. Note that the map  can be obtained
from 

The nonlinearities occurring in (12) differ only in one
argument. Moreover, these nonlinearities are symmetric w.r.t.

 and . By construction, the map  is smooth and therefore
Lipschitz on any compact subset of its domain. Error dynamics
of the form (12) are well-known from high gain observer
design [33]. The choice of the gain vector k depends of the
Lipschitz constant of the nonlinear map . Conditions for the
convergence of the observer and procedures for the
computation of k can be found in [34, 35]. We recall the
following result [35]:

Theorem 3: Consider the error dynamics (12). Assume that 
has a Lipschitz constant  in the domain of interest. The
equilibrium  of (12) is (locally) asymptotically stable if

 can be chosen such that

where  denotes the  norm of a transfer function [36].

4. EXAMPLE
We consider the model

of a tunnel diode oscillator [37] with the cubic nonlinearity

and the (normalized) parameter values , ,
, , ,  and

. The circuit is sketched in Figure 1. The state
 of the first subsystem consists of the current I

flowing through the inductivity and the voltage U2 over the
tunnel diode. For the decomposition (2) we choose

.

Figure 1. Circuit of the tunnel diode oscillator

With the measured current I we will estimate the voltages U1
and U2 using the observer (9). Based on (6) we obtain the
vector fields 

and
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The flow of both vector fields can be computed symbolically,
but the flow of the vector field  is quite complicated.
However, the transformation (3) can be simplified by an
appropriate choice of x0. Indeed, for  with

we obtain the linear transformation

The resulting observer (9) has the form 

The simulation was carried out with the tool SCILAB [38]
using the differential-algebraic system solver DASSL [14]. We
used the initial values , ,

, . The observer eigenvalues were placed at
-50 and -100, i.e.,  and . Figure 2 shows
the computed trajectories. We used solid lines for system (13)
and dashed lines for the observer (14). The plant (13) has a
limit cycle. It can be seen that the trajectories of the observer
(14) synchronize with this limit cycle.

Figure 2. Trajectories of System (13) and observer (14)

5. CONCLUSIONS
A new method for observer design for nonlinear semi-explicit
DAE systems has been proposed. The design procedure is
based on an appropriate transformation. The new coordinates
are chosen such that the error dynamics can be seen as a linear
system with nonlinear perturbations. Moreover, some
nonlinearities (namely the output injection of the underlying

unforced system) do not occur at all in the error dynamics. In
case of an index one system, the convergence of the observer
can be achieved using high gain techniques known from
nonlinear state-space systems.

APPENDIX 
In the following we recall some definitions of differential
geometry used in nonlinear control. Further details can be
found in [24, 25].

Let  denote the n-dimensional real vector space consisting
of vectors (column vectors). Moreover, consider a vector field

. The Lie derivative of a scalar field 
along v is defined by

where  denotes the gradient of h. Iterated Lie
derivatives along the same vector field are denoted by

The dual space of  denoted by  consists of covectors
(row vectors). A map  is called covector field. A
covector field is called a differential form if it is the gradient
of a scalar field. The Lie derivative of the covector field 
along the vector field v is given by

where the superscript T denotes transposition. As above,
iterated Lie derivatives along the vector field v are denoted by 

Let  be a second vector field. The Lie derivative
of g along v defined by

is also called Lie bracket. Iterated Lie brackets are denoted by
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systems [7 – 9] and for more review [10, 11]. Most of the
ABSTRACT
This work primarily is concerned with developing a nonlinear
predictive control methodology based on radial basis function
(RBF) networks for nonlinear dynamical systems. The RBF model
of the nonlinear process is developed using the orthogonal least
squares (OLS) training algorithm. The nonlinear sequential
quadratic programming (SQP) optimisation technique is employed
to calculate the optimal actuation sequence for the nonlinear
predictive control based on the RBF model of the system. The
proposed control methodology is tested using a stirred tank heat
exchanger nonlinear process. The proposed control strategy
proved to be successful. The controller is capable of tracking
various set-point changes and its performance is compared with
the performance of the conventional PID controller.

Keywords
Radial Basis Function (RBF) Networks, Model Predictive
Control, Sequential Quadratic Programming (SQP).

1. INTRODUCTION
Model predictive control (MPC) is known to be an effective
control strategy for a wide variety of process industries. The
advantages of MPC include the relative ease with which the
input and output constraints, time delay, non-minimum phase
and multivariable systems can be handled. The dynamic matrix
control (DMC) [1] and the generalised predictive control
(GPC) [2, 3] algorithms are the most commonly used control
algorithms to date. They have been extended to incorporate
many enhancements such as [4, 5]. Moreover, the DMC
algorithm has been applied for integrating processes by Gupta
[6]. The fundamental idea behind the MPC technique is to
predict the output of the process over a long-range horizon and
to use this information to determine the control sequence over
a control horizon. 

Despite the success enjoyed by MPC in industry there are some
processes, which pose a challenge for the standard linear
model-based algorithms mentioned above. Thus, there is an
incentive to develop extensions of MPC to tackle nonlinear
*Corresponding author: E-mail: galil12 @yahoo.com
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current nonlinear MPC strategies are based on physical process
models, which are often inaccurate or not available at all.
However, if empirical models are identified from plant
input/output data, nonlinear MPC techniques can be applied to
a wide range of nonlinear processes [12 - 15]. Beside these
nonlinear models, recently neural networks have been used as
an alternative framework for empirical model development and
control [16 – 21] and for review of neural network application
see [22]. The neural networks properties such as their adaptive
and nonlinear nature, and their learning and approximation
capabilities have contributed to make them a useful tool in
dealing the problem of controlling nonlinear dynamic systems.
Multilayer perceptrons (MLPs) and RBF networks are the tow
most commonly used types of feedforward network. They have
much in common and the fundamental difference is the way in
which the hidden units combine values coming from preceding
layers in the network. MLPs use inner products, while RBFs
use Euclidean distance; the customary methods for training
MLPs and RBFs are different, although, most methods for
training MLPs can also be applied to RBF networks. The
approaches for training MLPs networks involve the solution of
a nonlinear problem with local minima. However, training
RBF networks with Gaussion (Figure 1) function in the hidden
layer using OLS training algorithm has the advantage of not
being locked into local minima as do the training algorithms
for MLPs networks [19, 21, 23]. 
Hunt and Sbarbaro [19] have trained the RBF network to learn
both systems input/output relationship and the corresponding
inverse relationship imposed these models into the internal
model control (IMC) algorithm, on other hand, Pottmann and
Seborg have trained RBF network to obtain a process model of
a neutralization process and an approximate RBF   controller
network for the nonlinear predictive control algorithm [22]. 
In this paper we propose the possibility of modelling a
nonlinear process using RBF network and integrating this
model into the MPC algorithm to control nonlinear system, the
SQP optimisation technique is used for obtaining the control
sequence over the control horizon. The important and brief
issue of RBF network is discussed in Section 2.

2. RADIAL BASIS FUNCTION 
NETWORKS

A radial basis function arises naturally in problems of hyper-
surface interpolation and approximation and in problems of
learning input/output mappings from given sets of data. RBF
networks usually have only one hidden layer, for which the
combination function is based on the Euclidean distance
between the input vector and the weight vector. There are
various well known RBFs [20, 21], for example; 
The Gaussion distribution function,
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the thin plate spline function

the multiquadratic function

and the reciprocal multiquadratic function

where , has been introduced for brevity. Gaussian
RBFs (Figure 1.) seem to be the most popular function used in
the hidden unit of RBFs networks. RBFs that use Gaussian
function have a width associated with each hidden unit or with
the entire hidden layer. Instead of adding it in the combination
function like a bias, the Euclidean distance is divided by the
width.

 

Figure 1. Gaussian Function

The output of the Gaussian activation function is 

where , the distance between the input 
presented at the input layer and the point  presented by the
hidden unit, and  is a variance value that is required to shape
the Gaussian function. As can be seen from Figure 1, the
output from the Gaussian function is at its peak when the
distance is zero, and falls to smaller values as the distance
from the centre increases. As a result, the hidden unit gives an
output of one when the input is centered, but it reduces as the
input become more distant from the centre. In general, the RBF
network can be described as constructing global
approximations to functions using combinations of basis
functions centered around weight vectors. In fact, it has been
shown that RBF networks are universal function
approximators [20, 21, 23].

3.  RADIAL BASIS FUNCTION MODELS 
OF DYNAMICAL SYSTEMS

The RBF network (Figure 2) having Gaussian function in the
hidden layer has the ability to approximate any nonlinear
continuous function to an arbitrary degree of exactness [20, 21,
23]. Using past system nu input and ny output signals as an
input to the RBF network, future outputs can be predicted, 

By feeding back the model outputs to the input nodes of the
network, dynamical models are generated, although networks
perform a static nonlinear mapping,

where fnn is some function realised by a RBF network, and td is
the time delay, which is assumed to be at least one. For a given
set of input/output data, an approximation of equation (6) will
be generated. Choosing the RBF network approach with
Gaussian functions in the hidden layer, the dynamical system
is approximated by a linear combination of the Gaussian
function,

where W denotes the connection weight between the hidden
unit and the network output, and Kj is the activation value of
the hidden units. 

The activation level of a hidden unit in a RBF network depends
only on the distance between the input vector and the centre of
the Gaussian function of that unit. The activation level Kj of
the hidden unit j is defined as

where the distance function

for hidden unit j represents the scaled distance between the
centre of the function wij for that unit and the input vector :
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Figure 2. Two-layer neural network

The problem of determining the RBF network connections
(weights) for the hidden and output layers is essentially an
optimisation task and is called training. 

RBF networks are often trained by ‘hybrid’ methods [20, 21,
23], in which the hidden weights (centres) are first obtained by
unsupervised learning, after which the output weights are
obtained by supervised learning. Unsupervised methods for
choosing the centres include: 

1.Distribute the centres in a regular grid over the input space.

2.Choose a random subset of the training cases to serve as
centres.

3.Cluster the training cases based on the input variables and
use the mean of each cluster as a centre. 

The selection of significant RBF centres and the estimation of
the weight output parameters could be performed
simultaneously by combined orthogonal estimation and linear
regression techniques. The combined orthogonal estimation
and linear regression techniques are called the orthogonal least
squares (OLS) training algorithm. The OLS algorithm is
computationally efficient and tends to produce parsimonious
RBF networks with excellent generalisation properties refer as
in [23]. Hybrid training will usually require more hidden units
than supervised training, since supervised training optimises
the locations of the centres while hybrid training does not refer
as in [21, 23]. Identification of the RBF network model using
OLS training algorithm has been generated using neural
network MATLABTM Toolbox software package. 

4. MODEL PREDICTIVE CONTROL 
BASED ON RBF NETWORKS

Model predictive control (MPC) scheme (Figure 3) is based on
the receding horizon control approach, which can be
summarised by the following steps:

1.Predict the system output over the range of future times.

2.Assume that the desired outputs are known.

3.Choose a set of future control, which minimises the future
errors between the predicted future output and the future
desired output.

4.Use the first element of future control moves as a current
input, and repeat the whole process at the next instant.

 

Figure 3. Neural network model predictive control structure

The first step in receding horizon control is to predict the
system over the range of future times. This could be done by
using a one-step ahead predictor equation (6). The k-step ahead
prediction of the system output can be calculated by shifting
the expression forward in time while substituting predictions
for actual measurements where these do not exist equation
(10).

It is assumed that the observation of the output is available up
to time t-1 only; for this reason, the output  of the RBF
network model enters the expression instead of the real output
y(t). 

The objective function is the sum of square errors of the
residuals between predicted outputs and the setpoint values
over the prediction horizon, a term penalising the rate of
change of the manipulated variable is often included as well.
Mathematically, the neural network MPC problem can be
stated in vector form as follows:
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ŷ t( )

)]1(ˆ)1([)]1(ˆ)1([))(,( +−++−+Γ= tYtRtYtRtUtJ Ty

)()( tUtU Tu ΔΔΓ+

)()()1()1( tUtUtEtE TuTy ΔΔΓ+++Γ=

TtptyttytY )]/(ˆ....,),/1(ˆ[)1(ˆ ++=+
TmtututU )]1(....,),([)( −+ΔΔ=Δ

Tp)]  r(t , 1),  [r(t1)R(t +…+=+   
Tt)] / p  e(t , t), / 1 [e(t  1)E(t +…+=+

)/(ˆ)()/( tktyktrtkte +−+=+ pkfor ,....,1=

(10)

(11)
43



MODEL PREDICTIVE CONTROL BASED ON RADIAL BASIS FUNCTION NETWORKS AND ITS APPLICATION
where m is the control horizon, p is the prediction horizon, 
and  are the weighting coefficients matrices,  is the
predicted output vector, R(t+1) is the set point vector, and

 is the rate of change of the manipulated variable
. 

It is beyond the scope of this paper to provide a survey of
methods to solve the nonlinear programming model -based
control problem, namely SQP is chosen for solving the
previous problem, equation (11), subjected to constraints
equation (12). Introducing constraints to the problem improves
the computational aspects of nonlinear optimisation by
eliminating significant regions of the area in which to search
for a solution, and improving the ability to generate only
feasible iterates, where inequality constraints are satisfied. In
carrying out an SQP solution, the gradient information of the
model prediction is needed and if the problem is constrained,
then one needs to calculate the gradient of the Lagrangian
function. For the analytical computation of the gradient 
of the objective function refer to [21]. In this work the gradient
of the objective function  necessary for the solution of
the quadratic sub-problem were computed numerically and not
analytically because, it has been mentioned by DE Souza et. al.
[24] that the additional analytical effort of computing the
gradient of the objective function and constraints does not
produce significant difference in the results.

5. THE APPLICATION OF MODEL 
PREDICTIVE CONTROL BASED ON 
RBF NETWORKS ALGORITHM

The neural network (NN) MPC algorithm was tested with
highly nonlinear process using a stirred tank heat exchanger
process that was studied by Marlin [25]. The goal of this
process is to control the dynamic response of the tank
temperature subjected to a change in the coolant flow rate. The
mathematical model for the system (liquid) in the stirred tank
heat exchanger was obtained under these assumptions.

• The tank is well insulated, so that negligible heat is
transferred to the surroundings.

• The accumulation of energy in the tank walls and cooling
coil is negligible compared with the accumulation in the
liquid. 

• The tank is well mixed.

• Physical properties are constant.

• The system is initially at steady state (Ts = 85.49oC, Fc =
0.5 m3/min).

The overall material and energy balances on the system are
required to determine the flow rate and temperature from the
tank. The final resulting model of the system in the stirred tank
exchanger [25] is given by:

Where;

The first step to apply the NNMPC is to obtain a suitable
representation of the system. The strong nonlinearity due to the
variable Fc raised to the powers b and b+1 and to the product
of variables Fc and T. Therefore, the foremost requirement for
development of any neural network model is to obtain data that
captures the relationship between the input and output of the
process. In addition, these data should span across the entire
scope of possible variation. The training data were generated
by forcing the coolant flow rate (u = Fc) with a uniform
random signal of minimum and maximum values of 0.01 and
1.0 respectively, see Figure 4 for samples data for the training
the actual data for training is 2400 samples.

Figure 4. The training data

An important issue in neural network training is that of optimal
training, which seeks to improve generalisation, reduce the
number of training examples required and improve speed of
learning. More importantly, as the number of parameters
increases overfitting problems may arise, which degrades
performance on generalisation. A solution to stop overfitting is
to stop training just before the network starts to fit the
sampling noise. In this work we followed the early stopping
technique suggested by neural network MATLABTM Toolbox
software package where, the data are divided into three
subsets, (i) one fourth of the data for the validation, (ii) another
one fourth for testing, and (iii) the rest of the data for training.
The content of the input vector and the number of hidden nodes
define the network configuration. The network configuration
should be large enough in order to give an acceptable
performance but should not be too large because of stability
properties and unnecessarily increasing calculation time. RBF
networks with Gaussian functions require a reasonable large
number of hidden units to approximate well. The model
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structure is selected to be an auto-regressive with eXogenous
(ARX) input with two past inputs and outputs to the input
layer, resulting in 811 weights and biases in the hidden layer. 

Once the RBF model is obtained, some validation tests should
be considered. Model validation was performed by application
on unseen data Figure 5. the output is generated and compared
with the output of the nonlinear simulation with the same
inputs. The results of this test shows good agreement between
the output of the plant (target data) and NN (output data).

Figure 5. The validation data

Another option to measure validation of the RBF network
model in more detail is to perform a regression analysis
between the RBF network response and the corresponding
targets as shown in Figure 6, it can be noticed that the
coefficient of slope is very close to 1, the y-intercept is small
and the correlation coefficient R between the outputs and
targets is very close to 1.which indicate the perfect fit between
the outputs and targets.

Figure 6. The regression analysis

A comparison between NNMPC algorithm and proportional-
Integral (PI) controller is presented. The PI is somehow tuned
based on linear model of the process. Therefore the nonlinear
model of the process is linearised about the steady-state values
(Ts = 85.49oC, Fc = 0.5 m3/min) through a Taylor series in two
variables. The approximate linear model of the system is
expressed in deviation variables in t-domain [25] as follows:

and the resulting linear model in s-domain can be obtained by
getting the Laplace transform of the linear differential equation
(14);

where

The open loop step response for the nonlinear system, linear
model and the RBF network model was obtained by applying a
coolant flow rate (Fc) step response (0.5 ± 0.1 m3/min) as
shown in Figure 7, it can be noticed that the linear model
predicts the process time constant to a reasonable accuracy but
fails to accurately predict the gain of the system, while the
RBF network model predicts both time constant and gain with
acceptable accuracy.

Figure 7. Open loop response for step changes of ± 0.1 m3/min 
from nominal value of 0.5 m3/min for the nonlinear System 
response (dashed) RBF model response (solid), linear model 

response (dash-dotted)

For the closed-loop simulation, the control algorithm was set
up with the RBF network model described earlier, and the new
set points were introduced. The tuning parameters were chosen
so that the integrated square error (ISE) between the simulated
output and set point is minimised, as p = 25, m = 2,  = 0.95
and  = 1. The set point changes were implemented as step
changes and no filtering was included in the feedback path.
Moreover, the conventional PI controller was tuned based on
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the design of PI and PID controllers with transient
performance specification proposed by Basilio and Matos [26],
the resulting tuning parameters are Kp = -0.2649 and Ti =
6.176. 
Figures 8 and 9 respectively present the closed loop response
of the system for PI and NNMPC algorithms. It can be noticed
that both controllers bring the reactor to the new set point and
perform the task in a short time. However, the nonlinear MPC
takes less time than the PI. In all situations, the NNMPC
controller outperforms the PI controller by considerably
reducing the ISE between the system output and set point
tracking. This is due to the perfect modelling using RBF
networks and due the fact that the PI is tuned around the
operating point so the response will be good as long as the
system is working around the linearsied nominal model, thus
not good response can be expected for the PI controller for
setpoints far away from the operating point. The nonlinear
MPC controller based on RBF network captures the nonlinear
dynamics of the stirred tank heat exchanger and responds well
to the set point changes.

Figure 8. Closed-loop response to set point change of 86.5°C 
for NNMPC (solid), PI (dashdotted)

Figure 9. Closed-loop response to set point change of 82.5°C 
for NNMPC (solid), PI (dashdotted)

6. CONCLUSIONS
A nonlinear MPC algorithm based on RBF network has been
presented. The model was identified using the RBF network

with Gaussian function in the hidden layer. The RBF model
was successfully incorporated into the MPC framework and
significantly improved the accuracy of control of systems with
significant nonlinearities. The nonlinear MPC algorithm
applied to control a nonlinear process showed better
performance than the conventional PI controller and ability to
respond to the set point changes. The developed nonlinear
MPC controller would therefore be of significant advantage to
the process industry.
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